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ABSTRACT
The current paper describes our research towards a cloud infras-
tructure for the universal access and interaction with a number
of services implementing methods for enriching, matching and
querying information about job offers and applicant profiles in the
cloud. These methods exploit well-known recruitment knowledge
bases in order to deliver valuable information to such organization-
s as public and private employment agencies that we assume to
be geographically distributed. The rationale behind our approach
is to offer an universal, yet inexpensive, distribution model able
to reduce the cost of installing and maintaining the recruitment
technology within the client’s businesses.

CCS CONCEPTS
• Computer systems organization → Architectures; • Infor-
mation systems → World Wide Web; Information retrieval;
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1 INTRODUCTION
In the Human Resources (HR) domain, the accurate matching of
job applicants to position descriptions and vice versa is of great
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importance for both employers looking for filling open positions
and job seekers looking for a suitable job [39]. However, there is a
number of problems to be addressed in order to build such a solution,
some of them related to the scientific challenge consisting of going
further beyond traditional matching techniques, and some of them
related to the deployment of an infrastructure for the universal
access to that technology.

To face the problem of the first kind, we need external sources
of background knowledge supporting the domain knowledge to
be exploited. However, sophisticated knowledge bases in the HR
domain are still rare, as building up a good, large knowledge base
is a complex and time-consuming task, though in principle this
can be done as proven by experiences in many other application
domains. Nevertheless, there already exist several terminological
frameworks that have been developed to capture relevant concepts
in the recruitment field. The most common frameworks in the area
are DISCO [14], ESCO [23] and ISCED [22].

There are also other approaches towards matching algorithms
such the one proposed by Stantchev et al. [48], which proposes
study recommendation based on the social network profiles of stu-
dents. Or proposals based on the trofile matching between GitHub
accounts and job ads has been introduced by Hauff et al. in [20] in a
three steps procedure: concept extraction, weighting and matching.
Our approach enhances the previous work by allowing extension
of concepts, learning matching measures and performing various
matching queries. The contribution of this work is the proposal
of a cloud infrastructure for the universal access and interaction
with a number of cloud services related to the HR domain. The
potential beneficiaries of such an infrastructure are intended to
be public and private employment agencies that we assume to be
geographically distributed. As shown throughout the paper, the
computing capabilities, the scalability and the heterogeneous de-
ployment models of multi-clouds serve as a robust infrastructure
for an HR profile matching application. Enhanced with robust mon-
itoring and adaptation, the multi-clouds can improve the reliability
of the system.

The rest of this paper is organized as follows, Section 2 details
the architecture of the multi-cloud, while Section 3 explains the
technical details of our contribution. Advantages and limitations
of our approach are discussed in Section 4. Finally, we present the
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concluding remarks and the possible future lines of research in
Section 5.

2 STRUCTURE OF THE MULTI-CLOUD
SERVICES

Distributed computing has favored the development of the cloud
computing business model. Most of the existing services rely on sin-
gle cloud providers. However, this dependency leads sometimes to
vendor lock-in and to an inefficient usage of resources as while one
provider might be overloaded, others might have idle components.
The current focus in the area of cloud computing is on achieving
multi-cloud solutions, which coordinate services from different
providers and are accessed by the user through simple requests.
While such an implementation relies on complex mechanisms, the
user must be able to access the services through simple interfaces.

The multi-cloud computing model fits the profile matching ap-
plication as it supports a separation of the services for different
institutions. The interaction of both public and private cloud is
possible with the aid of mediator components as the middleware.
Therefore, sensitive data for a company can be stored on a private
cloud, while the knowledge base can be saved on a public cloud
and enriched by different clients, benefiting in this way different
institutions. Also, for the job candidate an interface supporting
profile editing, update and job search operations can be provided.

2.1 Client-Cloud Interaction Middleware
Bósa et al. describe a formal approach for a robust middleware,
which encompasses also identity management and content adap-
tivity services [3]. The model was enriched also with a security
module focusing on intrusion detection and with a Service-Level
Agreement (SLA) component addressing the needs of clients [27].
The middleware handles the requests of the user and manages the
intricacies of the additional above mentioned services. Its formal
specification relies on ambient Abstract State Machines (ASM),
which permit modeling algorithms and methods using ASM and
describing service communication topology, location and mobility
using ambient calculus [11].

The proposed middleware can be distributed along a multi-cloud
environment and permit three different modes of interaction as
described by [7]. We will briefly describe the roles of the three
interaction modes for the job profile matching application as de-
picted by Fig. 1. First supported interaction is between the user and
the middleware. The user accesses the cloud services through a
Software as a Service (SaaS) application and requests to carry out
an operation. For instance, a job candidate updates its profile which
can lead to a modification of the knowledge base stored in the cloud.
The middleware takes the request with its corresponding data and
submits it to the responsible service. In case an operation requires
the coordination of several services, different middleware instances
communicate between each other, this representing the second type
of interaction. For instance, a representative of a company might
request a list of candidates matching a set of criteria. Its request is
recorded by a middleware component and split in different services
as follows. Authentication and authorization is verified in the cloud
with a more robust security where the accounts are saved. The list
of candidates is retrieved by applying similarity measures by the

query engine belonging to a cloud with higher processing capabili-
ties. If the authentication and authorization middleware validates
the credentials, the querying middleware can further submit its re-
sponse to the user. The communication between the authorization
middleware and the authorization method is regarded as the third
type of interaction, namely between a middleware and a service
belonging to a cloud it is responsible for.

Multi-clouds are characterized by a high complexity and hetero-
geneity, usually reflected in faults as random behavior or operation
inconsistencies. For the case of the job profile matching, these faults
can cause inaccurate results that would affect the selection process.
Another undesired effect might be the incorrect alteration of the
data from the knowledge base. In order to avoid such situations, we
address the aspect of robust monitoring and adaptation of services
in case of abnormal execution.

In order to provide guarantees for the functioning of such profil-
ing systems as a whole, the middleware complements the execution
layer with monitoring and adaptation processes. The monitoring
and adaptation layers are cooperating for the delivery of expected
Quality of Service (QoS), each fulfilling clearly defined tasks, but
closely collaborating.

2.2 Monitoring
2.2.1 Background. Monitoring refers to the process of collecting

measurements about a system or a service in order to assess their
behavior and verify the expected properties. Active and passive
monitoring techniques can be applied for these purposes. While ac-
tive techniques usually generate artificial (controlled) load on a real
system with the only objective of monitoring, passive techniques
collect measurements on a system while it is operating, that is,
under its actual load [9, 10]. Passive monitoring techniques include
network sniffing, code profiling and application service logging.
Measurements are usually stored into trace logs, that is, collections
of time stamped recordings of various types of information, which
can be processed to either on the fly or postmortem.

Monitoring involves examining the execution traces of a sys-
tem in order to verify expected properties. Monitoring is based on
passive testing, i.e. the observation of the system traces without
interfering with the system’s normal operation [1, 2]. Monitoring
is also closely related to run-time verification [28]. Many estab-
lished techniques are available addressing either the monitoring of
network communication between services and systems (black-box
monitoring) or the monitoring of application execution (white-box
monitoring). State-of-the-art techniques for network monitoring
exploit SNMP [47, 52], Deep Packet Inspection (DPI) [13], and invari-
ants [35]. DPI is a technique that is used for completely analyzing
communication packets (both headers and payloads) and has been
employed for security analysis of network traffic and for detecting
and preventing intrusions (Intrusion Detection and Prevention Sys-
tems (IDPS) [46]). Most techniques depend on pattern matching,
e.g. [50], but a few use correlation of events, e.g. [49]. In white-box
monitoring an application is analyzed during its execution. State-of-
the-art techniques exploit just-in-time compilation (e.g. [38, 44, 51])
or debugging tools.

2.2.2 Framework. Monitors run continuously in the background
of the service execution and check if components face abnormal
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Figure 1: General structure and interaction of the middleware

situations. The monitoring layer has been firstly sketched in [4].
Each node of the multi-cloud system is assigned a set of monitors,
whose redundancy aims to remove the problem of a single-point
of failure. Adaptation actions are triggered whenever an issue is
reported by the monitors and are costly for the providers. It is,
therefore, essential to have an accurate evaluation of the system.
For this reason, we previously proposed a measure of the confi-
dence of a monitor that reflects the correctness of its assessment
of the node [8]. In order to avoid a high communication overhead,
we assigned a leader for each set of monitors, which is in charge
of executing a collaborative diagnosis whenever a problem is re-
ported by a monitor. This implies that each monitor submits its last
evaluation to the leader, which in the end chooses the most voted
diagnosis.

The correctness of the monitoring processes is fundamental for
the evaluation of the system and its reliability. We, thus, integrated
the ASM method and build a model of the monitors, which we
validated [6] and verified against a set of desired properties [5]. The
resulted model can be further integrated with the ambient ASM
specification of the middleware.

2.3 Adaptation
2.3.1 Background. Adaptivity in general refers to systems that

can change themselves at run-time via learning, evolution, devel-
opment, or more subtle kinds of interaction [29]. These systems
might be evolving populations, developing or interacting individ-
uals, colonies or swarms with division of labor, assistive robots,
interactive interfaces, or less circumscribed agent-environment sys-
tems, living or artificial systems, etc. Dynamic adaptation is becom-
ing a key element in software engineering for a growing range of
domains, such as automotive systems, web services, networks, per-
vasive systems, etc. (see e.g. [12, 17, 21, 45]). A general architectural
framework has been proposed within IBM’s Autonomic Computing
initiative, based on a vision of creating computer systems with so-
called self-* properties (self-healing, self-stabilizing, self-organizing,
etc.) [21]. Adaptation decisions may involve the evaluation of new
alternatives by exploring the adaptation space. Some preliminary

work for tackling these design/adaptation decisions already exist
in the context of software architectures and service-oriented appli-
cations (see e.g. [24, 33]). One promising approach, in particular, is
the identification and application of architectural design patterns
and tactics [15, 18, 19, 25, 26, 32, 34, 43]. Architectural patterns are
chosen in response to early design decisions, and provide the major
structures in which multiple design decisions are realized. A tactic
is a design decision whose goal is the improvement of one specific
design concern regarding a quality attribute.

2.3.2 Framework. The adaptation framework reacts to and eval-
uates the data collected and assessed by the monitors and deals with
recovering from anomalous situations, logging them, and finding
the best remedy to restore the system to normal running mode,
under presumably optimal performance. On the level of adaptation,
a general approach is developed that interrupts parts of the run-
ning system, rolls back to a consistent state, execute adaptation
algorithms that mitigate or repair critical situations and restart
after adaptation. For this we exploit a recently developed behav-
ioral theory of reflective algorithms, which has been developed in
connection with reflective ASMs [16].

The flaws and the solutions chosen for their resolution are s-
tored in a case base repository which is continuously accessed and
improved by the adaptation component [36]. Each case is defined
as a collection of description features subject to a common pat-
tern recognition mechanism (the problem) and a finite set of repair
actions also known as the adaptation schema (the solution). Any
repair/adaptation action is an activity that uses a set of inputs to pro-
duce a set of outputs relevant to solve the problem the adaptation
solution was designed for. Repair actions can be the replacement
of a component service by an equivalent one exploiting dynamic
service deployment, the change of location for a service, or the
replacement of larger parts of the multi-clouds system, i.e. a set of
services involved, by a completely different, alternative solution.
The action deployment component is used to drive and monitor
the configured implementation of any adaptation solution, once
it was deemed most similar to the registered problem. The core of
this component lies in the action deployment registry and review
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capabilities that compile the action workflow schema and load all
the relevant data to handle the execution of the adaptation [37].

Once the solution is carried out according to its specification,
the monitors are requested to qualitatively characterize the status
of the system post reconfiguration, in other words apply the work-
flow analysis and performance, accuracy and output evaluation to
specific threshold values. In correlation with previous recording of
the monitors, the system can detect if the adaptation plan was effi-
cient or not. The analysis is further sent to the adapter, which will
either mark the solution as successful and index and retain it in the
case repository for future problem reference, or unsuccessful which
will lead to further revision and optimization of the aggregating
features, making it a better fit for the given problem.

3 SERVICES IN A PROFILE MATCHING
SYSTEM

In previous works, we presented an approach to eliminate the need
for job recruiters to have deep and specialized knowledge within a
professional domain [31]. In this work, we propose a way to model
domain knowledge from a lot of different professional sectors sup-
ported by an universally accessible infrastructure. In addition, this
knowledge could be used as a support when performing matching
process so that the results can be very similar to those produced
by an expert from the field of interest. Our previous approach was
designed to work as a standalone system that could be deployed in
a number of organizations with great recruitment needs. However,
each of these organizations was responsible to set up, enrich, train
and maintain the system leading to operations, which imply certain
expenses. For this reason, we propose to work towards a cloud
solution that can facilitate universal access to these services.

In this context, one of the scientific goals that our research tries
to pursue is to develop newmethods and tools for achieving a much
more realistic matching between job offers and applicant profiles.
This realistic matching goes further beyond traditional matching
techniques that merely rely on the syntactic overlapping of offers
and profiles. Semantic matching aims to limit this short-sighted
strategy by exploiting knowledge bases that are a valuable source
of background knowledge concerning the different recruiting do-
mains.

It is envisioned to make use of a number of taxonomies available
in the HR area for education, skills, competences such as DISCO,
ESCO, ISCED, as they provide the set of concepts necessary to
construct the initial knowledge base for this approach. Addition-
ally, with social skills, preferences, interests, etc., they comprise
the complete body of Competences required for that purpose. In
this regard, the representation of knowledge can be covered by
Description Logic.

Profile matching reflects how well a given profile fits a required
profile. In order to achieve profile matching in knowledge bases,
the main point is how to represent profiles in knowledge bases and,
to do so, the approach is to represent skills by sets, the sets of skills
a person may posses, for instance: “knowledge of Bionformatics",
“good English speaker", “proactive profile".

In order to match the similarities between the skills of two pro-
files, the idea is to measure the similarity of the skill sets. Thus, it
seems reasonable to exploit partially-ordered sets and lattices to

capture the hierarchical dependencies of concepts and, represent
profiles by filters in lattices. Such that, a required profile R and a
given profileG can be respectively represented by filters Fr and Fд
in the lattice, and their matching value µ(Fд ,Fr ) can be calculat-
ed by their hierarchical dependencies, as introduced in [41]. With
this approach, Popov and Jebelean introduced the first attempt to
use filters in lattices. In fact, our approach is based on this work,
although we have further investigated the filter-based matching.

In this way, the initial approach was introduced in [39] where
weighting on concepts for matching measure was introduced as
well as the over-qualification measures where the inverted measures
are taken into account, and also the blow-up operators, as described
earlier in this work.

Learning of the matching measures is another feature included
in Fig. 2, initially introduced in [30] and further investigated in
[31, 42]. The goal is to determine the matching measures between
profiles that comply with the matching measures given by a human
expert. The idea is to start from a set of filters and matching values
determined by a human expert and from there derive plausibility
constraints that should be satisfied to exclude unjustified bias, based
on facts not present in the knowledge base.

In this way, the problem of how human-made matching could
be exploited to learn a suitable weighting function is thought to be
also included as part of the approach presented in this work. This
was recently introduced in [30] where we come to the conclusion
that under some assumptions, the ranking preserving matching
measure exists.

In order to make the described architecture in Fig. 2 available to
end users we have investigated an efficient methodology to imple-
ment queries to the profile database. This implies the investigation
of matching queries in particular, top-k queries [40] and gap-queries.

As for top-k queries the approach is to allow the users to query
profiles and define themselves the weights for concepts relevance
within the ontology structure. This presumes a pre-computation
of matching measures, which is an efficient formulation provided
that updates to the TBox are assumed to be infrequent. The use
of relational databases are also taken into account for the storage
of profiles, their selected weights and the pre-computed matching
values. The rings and spiders storage architecture designed for the
top-k queries facilitates an accurate and efficient retrieval of the
top-k matching profiles.

As for the gap queries, the basic idea is to benefit the job seekers
by providing them with suggestions on further training/education
in order to increase their chances to be selected. In today’s compet-
itive job market it seems reasonable to provide advise on profiles
improvement in relation to a particular job offer in contrast with
the rest of the job seekers. The approach is to compute an extension
of a given profile that will appear in the result of a top-k match-
ing query for at least l requested profiles. And then, compute the
skill difference between profiles, the original given profile and the
extended result set of profiles.

4 RESULTS
The area of profile matching is essential for the improving the re-
cruitment procedure and ensuring that candidates keep up with the
requirements of the market. Our approach distinguishes itself from
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Figure 2: General overview of the envisioned enveloping system

the existent solutions by the following advantages. Firstly, our cloud
platform offers the capability to access the recruitment services that
are delivered on demand over the Web, without the need to store
them. This means that it is possible to obtain recruitment informa-
tion from any device and at any time from every place around the
world. Secondly, it is possible to work with multiples information
sources of candidates and potential employers. Our cloud approach
for the HR solution means combining many promising sources of
employment into a single source for tracking, measuring and report-
ing available for candidates. Thirdly, our cloud approach is designed
to augment, rather than replace, existing HR solutions. This means
that implementing our cloud solution does not disrupt business as
usual, and partly eliminates the cost commonly associated with the
replacement of old systems. Lastly, our cloud platform could offer
an API to automate the communication between different systems
and platforms. This would allow companies to customize their own
solutions in order to meet their specific needs.

5 CONCLUSION
The current paper has presented our research work towards a cloud
infrastructure for the universal access and interaction with a num-
ber of novel e-Recruitment services. The goal of this approach is to
automatize the matching process and enhance the performance of
the matching algorithm through learning approaches. The proposed
deployment model of the solution is a multi-cloud infrastructure
that can ensure different access models to the application and also
scalability. Multi-clouds also fulfill the requirements of a profile
matching system that needs to compose information from differ-
ent sources and expert systems, which can be stored at different

providers. By thoroughly monitoring the execution and reacting to
issues with appropriate adaptation measures, the system becomes
more reliable.

Furthermore, such a system can be considered an important tool
for educating and training institutions, which could perform gap
analysis to determine the most needed qualification offers. This
measure would improve the skills of job seekers with respect to the
available positions and would balance the job market. We propose
as a future work a formal analysis of the profile matching algorithm,
which can be further included in the formal model. Additionally,
we aim to enrich the specification with the design of a prototype
of the system.
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