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The challenge of assessing semantic similarity between pieces of text through computers

has attracted considerable attention from industry and academia. New advances in neural
computation have developed very sophisticated concepts, establishing a new state-of-the-

art in this respect. In this paper, we go one step further by proposing new techniques
built on the existing methods. To do so, we bring to the table the stacking concept that

has given such good results and propose a new architecture for ensemble learning based

on genetic programming. As there are several possible variants, we compare them all
and try to establish which one is the most appropriate to achieve successful results in

this context. Analysis of the experiments indicates that Cartesian Genetic Programming

seems to give better average results.
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1. Introduction

Making a computer capable of accurately identifying semantic similarities between

pieces of textual information is one of the significant challenges for the scientific

community. The possibility of obtaining good results in this direction is fundamen-

tal in many disciplines spanning databases, information retrieval, natural language

processing, and machine translation, among many others.

Numerous methods, strategies, and frameworks have been proposed for this

purpose. Some of them have achieved extraordinary notoriety thanks to the results.

However, as is often the case in the world of technology, solutions that perform

excellently in one aspect do not do so well for other essential elements. A clear

example of this is artificial neural networks. To date, this family of methods has

outperformed the other families in proposing solutions for the automatic calculation

of semantic similarity. However, while this performance has been outstanding, these

solutions neglect essential aspects such as the interpretability or transferability of

the generated models.
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For this and many other reasons, researchers and practitioners have continued

their research looking for more and better alternatives to solve complex situations.

One of these alternatives consists of building learning-to-learn solutions, known as

ensemble learning strategies. Among all the ensemble learning strategies proposed

so far, we look at one in particular called stacking [1].

Ensemble learning refers to a strategy for aggregating several proven perfor-

mance methods for obtaining a better one [2]. Stacking is the ensemble capable

of aggregating existing heterogeneous approaches. There are several other methods

for ensemble learning, for example, bagging and boosting [3]. However, they almost

always work by first aggregating different configurations of the same type of method

and then applying hard and soft voting techniques. In this work, we look at stacking

which consists in putting to work several methods of heterogeneous nature with the

idea of having diversity so that each one performs better in different areas of the

search space to get better results overall.

The benefit of stacking is that they can outperform the results emitted by the

base estimators with much higher accuracy than if only one of them were used. So

each method in the ensemble should be able to make significant contributions in

some regions of the search space. In the other areas where its performance is not as

good, that performance is blurred by the performance of one of the other methods

in the ensemble [4].

Furthemore, additional considerations can be considered, such as that such a

stacking strategy should be easily interpretable [5] or easily transferable to another

scenario [6]. The reason for such a choice is based on the excellent performance

achieved with such strategies in the past.

Regarding the learning part, we must acknowledge that in their attempt to solve

problems in the best possible way, people have delegated to computers the develop-

ment of programs that can perform some tasks. One of the most significant efforts in

this direction is Genetic Programming (GP). This evolutionary strategy attempts

to automatically identify the best possible program for a given task from among all

those in the search space (the space of all possible computer programs). The hy-

pothesis we address in this paper is that GP techniques are ideal for implementing

ensemble learning strategies.

The reasons are various, but it is commonly accepted that by implementing a

stacking strategy, we should be able to achieve a performance equal to or superior

to the best primary method considered [7]. This is of particular interest since the

development of complex computational techniques has yielded outstanding results.

Therefore, we aim to build stacking functions that can guarantee a good perfor-

mance concerning several factors (and not just one, as is currently the case in the

literature). For this reason, we have focused on GP, whereby the fundamental idea

is that the resulting models should not be restricted to any particular format since

they should be malleable enough to accommodate a variety of uses. Therefore, the

contributions of this work are:
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• We explore the concept of ensemble learning via GP with a case study in

semantic similarity assessment. Although the concept of stacking is widely

studied in the literature, the novelty of our approach is twofold: a) on the

one hand, GP techniques have not usually been considered in this domain,

and b) ensemble learning techniques for solving problems associated with

textual semantic similarity have not been addressed in as much depth as

they should be.

• We submit our novel strategies to an empirical study. Since a priori, we

do not know which of the existing GP techniques is the most suitable.

We perform a comparative study to identify the most promising in terms

of the development of ensemble learning strategies for measuring semantic

similarity.

As for the rest of the paper, we have proceeded with an organization: Section 2

shows state-of-the-art ensemble learning techniques, the GP challenge, and its most

promising variants. Section 3 explains how to design and implement stacking tech-

niques using several variants of GP. Section 4 reports the results we have obtained

after subjecting our novel stacking strategies to several experiments with datasets

widely used by the semantic similarity community. Section 5 discusses clearly and

concisely the most significant implications that can be derived from our research

work. Finally, we draw and highlight the conclusions and lessons that can be drawn

from all the research we have carried out.

2. State-of-the-art

The research community is intensely interested in designing solutions to the chal-

lenge of semantic textual similarity in an automatic way [8]. Research along these

lines has grown exponentially in the last few years. The truth is that finding rea-

sonable solutions can benefit a wide range of fields and domains [9]. However, some

researchers have decided not to propose more and more measures of semantic sim-

ilarity but to apply criteria of rationality that allow them to take advantage of all

the work done so far, just in the way that AutoML operates [10]. For this reason,

some of these researchers have turned their eyes to the notion of ensemble learning,

and more specifically, to the concept of stacking to try to create new strategies to

tackle the problem, but without starting from scratch [11].

Thus, we find ourselves in a situation where we have numerous semantic similar-

ity measures, many of which have proven reliability and trustworthiness [12, 13, 14].

In a given scenario, many of them may yield diametrically different results. At first

glance, this fact may seem undesirable. It is paramount to build a strategy that

capitalizes on diversity as its strength and around which to design a much more

accurate and robust semantic similarity problem-solving scheme in the long run.

Furthermore, recent research suggests that practical approaches suitable for

choosing ensemble learning algorithms automatically should be advanced [15]. For

these reasons, we will now review the concepts of ensemble learning, its application
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to the solution of semantic similarity problems, and the existing GP techniques

from which we can benefit to build accurate, interpretable, and transferable stack-

ing strategies. In this way, it seems that ensemble learning will become increasingly

crucial in semantic similarity research in the coming years.

2.1. Semantic Similarity Measurement

The goal of the community has been, for a very long time, to develop systems

that can automatically evaluate the semantic similarity of multiple textual pieces

[16, 17], even if those parts reflect the same true notion but have different lexical

representations [18, 19].

The most significant issue is that an increasing number of fundamental meth-

ods can estimate semantic similarity [20, 21]. There is a profusion of appropriate

approaches accessible, each of which is founded on quite distinct ideas and pre-

sumptions [22], and the knowledge engineer is at a loss as to which one to apply

[23].

As a result, many researchers think acceptably aggregating several semantic sim-

ilarity measures could prevent errors when creating solutions that work reasonably

well in production environments [24, 25, 26, 27, 28, 29].

However, the use of GP to build ensemble strategies has been studied little or

not at all in the past. We think it would be good to fill this gap since GP brings

advantages from the idea of building the meta-models from the ground up. It is

possible, for instance, to impose onto the models the requirement that they are

accurate and interpretable or that they fulfill specific characteristics that make it

possible for them to be transferred to other situations of a similar kind. As a result,

potential advantages of exploring this alternative is to bring in methods that are

much more efficient, interpretable, and require far fewer computational resources to

be ready to operate.

2.2. Ensemble learning

Ensemble learning is a discipline for aggregating individual semantic similarity mea-

sures to generate a model with higher predictive capabilities. Ensemble learning

techniques are used in the literature to solve classification and regression problems.

However, it can also be used to create semantic similarity measures that are sup-

posed to perform better than each of those measures considered individually [30].

In order to generate such an aggregation model, a search process must be avail-

able that tries to best fit the structure, rules, and coefficients of the aggregation

model. This is almost always done against a loss function [31]. Therefore, generating

the final model is quite similar to an optimization process that seeks to maximize

the fitness function for a given metric [32]. Moreover, these search processes dif-

fer enormously from other existing techniques based on algebraic aggregations (i.e.,

which do not admit training), such as the calculation of arithmetic means, weighted

averages, or even hard and soft voting models.
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The architecture of a classical stacking strategy is composed of two layers: a

lower layer formed by the basic similarity measures to be aggregated and another

layer at a higher level, which must generate an aggregation model that considers

the items of the lower layer. The values returned by the lower layer components

are often called intermediate predictions and are usually the basis on which the

upper layer predictive model is developed [33]. Since we work with real values, all

the information handled by the stacking strategy comprises this type of numerical

information.

Moreover, if an ensemble learning strategy is well constructed, there are theoret-

ical guarantees about its performance; it can never be inferior to the performance

of the best semantic similarity measure of the inferior capable one [34]. The reason

is evident since, to equal design performance, it would suffice to cancel all semantic

similarity measures except the best one. For this reason, this technique enjoys con-

siderable popularity among the research and industrial community since it prevents

unusual behavior when deployed in real environments.

We use the classical two-layer architecture in this work, but it would be the-

oretically possible to employ more layered architectures [35]. The problem arises

in that each layer adds enormous extra complexity to the system and does not

usually bring significant gains in aspects such as interpretability [5], transferability

[36] or the appetite for resource consumption (both in the form of time and elec-

tric power). If it is strictly necessary to stacketize several layers, the community

usually resorts to deep learning models that have proven reasonably reliable when

processing information of this type.

2.3. Genetic Programming

GP attempts to emulate the natural selection process of animal species to solve a

specific task [37]. It is a computational paradigm where computer programs can be

encoded as individuals from a population that evolves based on well-defined criteria.

Such coding is done through genes representing essential elements of a programming

language, whereby a suitable arrangement of such vital elements results in a com-

puter program. Traditionally, tree-based representation has been predominant in

this context since most imperative programming languages can be instantiated by

means of a tree. However, because it needs to keep many pointers, the tree-based

representation may need to be more memory-efficient in high-performance environ-

ments. Nevertheless, there are ways to fix this issue. For example, if each function

has a fixed number of arguments, the tree can be shown as a linear sequence.

A generation is an iteration from one set of individuals to the next. Through-

out each iteration, each individual’s fitness in the population is assessed. The best

individual, i.e., the individual arrived at after numerous iterations, is the program

that best solves the required task. In order to arrive at such an individual, the

strategy performs several basic operations regularly: It combines individuals to give

rise to a better one and produces mutations so that the search can be extended
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over the entire search space. Each generation is guaranteed at least equal to or

better results than the previous generation. There are currently several paradigms

for implementing a GP scheme that we will review below.

In addition, another line of research called multiobjective genetic programming

(MOGP) aims to build ensemble strategies that satisfy several orthogonal goals

at the same time [38]. In this way, an operator may choose the alternative that

most effectively meets its specific needs. It is impossible to maximize all of the

orthogonal criteria simultaneously, but it is nearly always viable to pick a solution

that optimizes two criteria. For instance, one can select a solution that maximizes

both precision and ease of implementation, accuracy and execution time, or ease of

implementation and execution time, respectively [39]. This can be achieved with the

help of well-established methods such as [40, 41, 42]. We will not cover this variant,

which remains as possible for future work.

We then explain the technical details of our approach, which consists of a com-

parative study to determine which variant of genetic programming best suits the

challenge of generating ensemble techniques that allow the assessment of semantic

similarity.

3. Ensemble learning based on genetic programming

Among all the existing ensemble learning strategies (bagging, boosting, stacking),

we work here with stacking that consists of training a model to aggregate the predic-

tions of multiple different methods. The reason for this is that most of the research

work has found it to be appropriate for dealing with heterogeneous components

such as in this case of semantic similarity [15]. A final prediction is made using the

intermediate results from those methods to produce the final forecast so that:

S : [0, 1]n → [0, 1]

Each of the inputs is called a base estimator. A base estimator is be : µ1×µ2 →
R mapping two variables µ1 and µ2 to a value s ∈ R in [0, 1], where 0 stands for

no similarity at all, and 1 stands for absolute similarity.

To implement such a function S, we need to consider a number of T training

examples so that {(x1, y1), ..., (xN , yN )}. Then, an ensemble learning strategy needs

to build a function f so that f : X → Y , being X the input and Y the output. The

function f is just a specific instance from all the possible functions F . The most

common criterion for selecting such an f is usually the best performance concerning

a loss function, as explained below.

In our specific scenario, we seek to minimize empirical risk; therefore, we need

a loss function to determine what solution best fits the training data. To do that,

given a gold standard GS, i.e., a dataset created and curated by humans, the goal

is to maximize the correlation between the GS and the results from S as shown in

Eq. 1.
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S = argmaxS correl(G⃗S(µi, µn), S⃗(µi, µn)) (1)

S can take different semantic similarity measures as input. These measures will

function as base estimators to obtain intermediate predictions to learn a higher-level

predictive strategy.

Concerning the objective to be accomplished, it is essential to remark that we

seek to maximize a correlation coefficient since semantic similarity is typically eval-

uated based on its correlation with human judgment [18] instead of utilizing, for

instance, an evaluation method founded on information retrieval. The type of cor-

relation to consider is strongly dependent on the problem faced.

3.1. Baseline

As a baseline, it is reasonable to choose one of the best-performing methods for

building stacking strategies, i.e., linear regression [43, 44]. The purpose of linear re-

gression is to ascertain the functional link between the several semantic similarity

metrics initially considered [45]. The connection may be described using a mathe-

matical equation, which links the outcome to several semantic similarity measures

as shown in Eq. 2.

⃗̂α = arg min (D, α⃗) = arg min

n∑
i=1

(α⃗ · a⃗i − bi)
2

(2)

This method aims to produce as little an error as possible, i.e., the measurement

of the smallest distance that can be achieved between the points and the regression

line.

3.2. Comparative study of GP variants

GP is a subfield of machine learning that seeks to solve problems for which operators

do not have straightforward solutions. GP’s adaptable nature, untouched by human

preconceptions or biases, enables it to deliver answers that are usually accurate and

interpretable. Individuals are typically encoded by GP utilizing syntax trees. But

since Koza’s initial TGP [46], several research investigations have suggested different

ways to encode GP individuals.

Nevertheless, almost all GP approaches have a few things in common; they

perform operations to select the individuals that will pass to the next generation

by crossover and then mutate some individuals to expand the search space. The

crossover is achieved by swapping random parts of the individual. The mutation is

also performed randomly on some part of the individual. This process is repeated

generation after generation. The evolutionary process ends when one of the indi-

viduals reaches the desired fitness level or when a maximum number of iterations

have been performed even if the desired result was not achieved.
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In addition, several variants represent the information differently and look for

optimization by playing with the rules of this representation. This can be done us-

ing binary trees, sequences of instructions, the Cartesian model of directed acyclic

graphs, the evolution of grammars, employing instructions that represent the pro-

cessing of the information through stacks, etc. In this work, we focus on the first

three variants mentioned because they have given outstanding results in the past in

a wide range of specific domains, both in terms of accuracy and low consumption

of computational resources.

3.2.1. Tree-based Genetic Programming

When referring to Tree-like GP (TGP), we are talking about working with programs

represented by tree-like structures, which significantly facilitates the recursive eval-

uation of multivariate expressions [47]. This type of GP is the classical one initially

proposed by [46]. Representing programs as trees is very natural since it allows each

node to be an operator and each terminal node (or leaf) to be an operand. This

representation makes it easy to evolve the programs and calculate their associated

fitness [48]. Moreover, the resulting model is easily exportable to a wide variety of

modern programming languages.

Martinez-Gil and Chaves-Gonzalez [49] developed a method that aggregates se-

mantic similarity measurements that is both successful and easy for people to grasp.

The idea behind that approach is to compute the meta-model that provides the most

significant match for a particular set of input data, which is then constructed using

semantic similarity measures that are well-known and easily understood. This was

made possible by the capacity to learn and improve the computation of the best

viable tree through an evolutionary process. This made it possible for the tree to

have the most optimal structure [49]. Figure 1 shows how a function is represented

as a tree and how it is encoded in an individual to evolve toward finding the desired

result.

sim2 sim1 sim30.87

* max

max

Fig. 1. Representation of the individual: max ((sim2 * 0.87), max(sim1, sim3))
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In TGP, crossover and mutation operators are applied to the parents of the

population. The crossover acts by exchanging randomly selected subtrees from each

of the two parents and results in a new tree. The mutation is applied to a single

randomly selected parent and results in a different tree. This work considers the

classical hoist mutation that promotes a subtree as a result. In addition, it should

be noted that the parsimony rate, or explicit penalty for large programs, is quite

important as a means of controlling code growth in TGP. Otherwise, the size of

the programs could get out of control and bring associated disadvantages such as

over-fitting.

3.2.2. Linear Genetic Programming

Linear Genetic Programming (LGP) is a type of GP that allows programs to be

represented by a sequence of instructions as in imperative programming languages

[50]. The significant differences between the tree variant are how the data flow

associated with the program is handled through the set of available registers and

the existence of non-executable code items (called introns).

A LGP program consists of a variable number of functions and a terminal. It is

possible to represent programs of variable size and that there can be many types of

functions and terminals. In LGP, registers and constants play an important part in

successfully completing this work, and the problem is that they must almost always

be chosen based on experience. Listing 1 shows an example an aggregation strategy

based on LGP.

Listing 1. Example of aggregation strategy using LGP

r [ 0 ] = r [ 0 ] = sim1 ;

r [ 1 ] = r [ 1 ] * r [ 1 ] ;

r [ 2 ] = r [ 0 ] + r [ 1 ] ;

r [ 3 ] = r [ 1 ] * sim2 ;

r [ 4 ] = r [ 3 ] = sim3 ;

r [ 5 ] = r [ 4 ] * 0 . 3 3 ;

Perhaps the two most important parameters in the context of the LGP are reg-

ister count, and the determination of whether if-then clauses are allowed. The

register count is limited in relation to the number of registers that the program be-

ing learned automatically can handle. There are many studies on how to determine

the optimal number of registers [51]. Also, there are several studies that attempt

to determine if the use of if-then clauses is beneficial [51]. In most situations it is,

since it allows working with a greater diversity of solutions although the cost of

computational resources is higher.

3.2.3. Cartesian Genetic Programming

Cartesian Genetic Programming (CGP) is a GP approach initially developed to

aid in the automatic design of electronic circuits but later became popular as a
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y0

sim2

sim1

sim3

+ - * /

y1

y0 = sim1 * sim3

y1 = sim2 + sim3

Fig. 2. Example of CGP. In contrast to what happens with TGP (where a tree is generated) and

LGP (where an algorithm of linear nature is generated), in CGP, we seek to learn a directed acyclic
graph that represents a computer program

variant of GP [52]. Recently, it has gained much relevance because it has proven its

usefulness in various applications. Due to its origins, and unlike TGP or LGP, this

paradigm aims to encode programs as directed acyclic graphs.

Directed graphs are represented in standard form by a two-dimensional grid

(Cartesian grid). Coding programs as directed graphs has substantial advantages.

For example, nodes can be used multiple times (whereas in TGP, they can only be

used once). In addition, this format is very adaptable to a variety of situations. It

can represent not only programs but systems of equations, electronic circuits, and

even neural networks. Figure 2 shows a clear example of how the CGP paradigm

operates.

In CGP, choosing the grid size on which the graph representing the final program

will be learned is essential. This grid comprises columns and rows, so the graph is

acyclic and directed. This means that a node may only have its inputs connected to

either input data or the output of a node in a previous column. This way, the larger

the grid one might choose to work with, the more computational resources will be

needed to learn the program since the search space will be much larger. In return,

finding better programs to solve the task would be technically possible. In addition,

it is also necessary to choose the preferred type of mutation. The probabilistic

mutation is the most typical in general-purpose contexts.

Another of the most substantial advantages of CGP is that it does not suffer

from the bloat phenomenon, whereby programs become larger and larger without

any benefit in terms of improved fitness function throughout its evolution. This is

significant because bloat is one of the major problems of other variants of GP [53].

However, this approach is also time-consuming and requires mastery of the grid

configuration on which the network is calculated.
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4. Empirical evaluation

We present here the results we obtained after testing the different variants of GP

to the design and implementing a stacking strategy that allows us to derive a data-

driven method of predictive capability superior to the basic measures that have

been considered. Therefore, the section consists of a description of the datasets we

are working with, an explanation of the chosen configuration, and the numerical

results obtained in the experimental phase. Then, with the results, we can present

the most significant milestones of this comparative study.

4.1. Datasets

We intend to compare the different variants of GP concerning the baseline and each

other. For our evaluation to be complete, we have chosen three benchmark datasets

oriented to the assessment of the semantic similarity. The criteria for this choice has

been the popularity they enjoy among the community. In fact, it can be observed

that they are recurrently mentioned in a large number of surveys [20, 21], as well

as the coverage of the three different granularity levels of text: word, sentence, and

paragraph. These are the particular characteristics of each of these datasets:

• The first dataset used in our experiments is the so-calledMiller & Charles

(MC) dataset [18]. This is the standard dataset community members use

when evaluating research methodologies that concentrate on general cases.

Therefore, this dataset aims to evaluate the semantic similarity between

words that are components of a general-purpose scenario.

• The second dataset is the so-called GeReSiD dataset [54] and is drawn

from the realm of geospatial research. It covers a pool of textual phrases,

each of which has been grouped into one of 50 unique pairings. This pool

of sentences includes over 100 different geographical expressions. On each

of the 50 pairings, human opinions about the degree of semantic similarity

were solicited and recorded individually. These 50 pairings include samples

that are in no way comparable to one another and others that, in human

view, are virtually indistinguishable from one another.

• The third dataset is the so-called lawSentence200 (LS200) dataseta,

which is a well-known benchmark for comparing legal paragraphs of text.

This dataset comprises 200 paragraphs (several sentences grouped) taken

from legal sources and paired together. In these paragraphs, a panel of legal

professionals carefully labeled the dataset by rating the use cases using a

scale from 1 (absolutely not comparable) to 5 (very similar).

Therefore, the experiments we will perform will be run on 30 use cases grouping

60 individual words of general purpose, 50 use cases grouping 100 short sentences of

specific intent (geographic domain), and 200 use cases grouping 200 paragraphs of

ahttps://github.com/jorge-martinez-gil/nefusi/tree/main/datasets
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specific purpose (legal field). In total, we attempted to solve 280 different use cases

on 560 pieces of textual information, so we have a great diversity of use cases.

4.2. Experimental setup

To facilitate comparisons, we must choose a fixed set of parameters for the three

variants under study. However, this is insufficient since each variant has parameters

affecting the final result. However, we need to do this so that all three variants are

consistent in the key parameters they handle, therefore we use a classical configu-

ration in the field of evolutionary strategies.

• Variables: {Jiang & Conrath [55], Leacock & Chodorow [56], Lin [57],

and Resnik [58] for Miller & Charles} and {BERT [12], ELMO [13]

and USE [14] for the other two datasets}.
• Operators: {sum, subtr, mul, protected div, sin, cos, max, min}
• Fitness measure: Pearson or Spearman Correlation

• Parameters: {Population: 1000, Crossover: 0.70, Mutation: 0.10}
• Criterion for stop: 100% accuracy reached or 5,000 generations

• Cross-validation: 5-crossfold

We have to use two subsets of semantic similarity measures according to the

benchmark we will face because of the diverse nature of the base estimators we

need. While to meet a benchmark dataset composed of individual terms, we have

to use classic dictionary-based base estimators that have proven to work very well;

this would not be possible to work with sentences and paragraphs of a textual

nature. For these last two cases, we must rely on the help of semantic similarity

measures based on transformers that are capable of estimating the similarity of text

strings (where, for example, the position of the words in the sentence or words that

work as modifiers of the complete sentence are essential).

The individual parameters that are associated with each GP variant must also

be taken into account. An extensive explanation of these parameters’ technical

meaning is out of this work’s scope. However, a detailed description can be found

in the seminal papers of each technique.

• TGP [46]: {Hoist mutation: 0.05, Parsimony: 0.01}
• LGP [50]: {Register Count: 6, If-Then Allowed: Yes}
• CGP [52]: {Column: 200, Rows: 1, Mutation: Probabilistic}

Finally, it should be remembered that the linear regression that will act as a

baseline in our experiments does not require the configuration of any parameters

since it is always about minimizing the accumulated point-to-point distance between

the functions to be compared.
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LR TGP LGP CGP

0.6

0.8

Fig. 3. Results for PCC over the MC dataset

4.3. Results

When speaking of correlation coefficients, we can always refer to what is perhaps

the most commonly used: Pearson Correlation Coefficient (PCC) and Spearman

Rank Correlation Coefficient (SRCC). The first one is used to estimate the absolute

correlation between a gold standard and the results of the stacking strategy. While

the second is usually used to check the relative (or ordinal) correlation between

the predicted values by the stacking strategy and actual values. We will study the

behavior of the different variants for the two correlation coefficients, one for each

subsection.

4.3.1. Evaluation based on absolute values

PCC is a statistical method that may evaluate how strongly two variables are linked.

It has a value that can vary from -1 to 1, where a value of -1 denotes a negative

linear correlation and a value of 0 indicates no link between the two variables. If the

value is +1, then the two variables have a positive correlation. As we are working

with stochastic methods, i.e., the first population of individuals is always randomly

generated, the results of each run will vary. In addition, we partition the datasets

(training and testing) randomly. Therefore, the results have been calculated after

30 independent runs of each method under study.

Figure 3 shows us the results obtained by measuring the PCC on the MC dataset

[18]. This picture also shows us that all approaches have obtained very similar

results, especially if we look at the fact that the medians are pretty similar. However,

the three GP variants have got much more variability in results.

Figure 4 show us the results obtained by measuring the PCC over the GeReSiD

benchmark dataset [54]. As can be seen, the TGP variant is notoriously different

from the other approaches, which achieve average results and quite similar variabil-

ities.
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Fig. 4. Results for PCC over the GeReSiD dataset
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Fig. 5. Results for PCC over the LS200 dataset

Figure 5 shows us the results obtained when measuring the PCC over the LS200

benchmark dataset. As can be seen, it is now the LGP variant that stands out

negatively from the rest of the techniques. The other approaches again have results

that are more or less in line. After all, the parameters and the base estimators these

strategies use are very similar.

4.3.2. Evaluation based on relative values

The SRCC is a statistical method that may provide a concise summary of the

relationship between two variables and the direction in which that association exists

(positive or negative). In this regard, Figure 6 shows us the results obtained when

calculating the SRCC over the MC dataset [18]. Here, instead of working with values

representing an absolute numerical scale, we try to learn meta-models capable of

leading to optimal results on an ordinal or relative numerical scale. As seen in the

figure, the resulting median values are very similar. Only the LGP approach presents
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Fig. 6. Results for SRC over the MC dataset
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Fig. 7. Results for SRC over the GeReSiD dataset

a considerable variability that leads it to achieve the best maximum results with

a tremendous difference in the relative (ordinal) numerical scale. This is similar to

what happened in the previous experiments.

Figure 7 shows us the results obtained when measuring the SRCC over the

GeReSiD benchmark dataset [54]. This figure shows that the three GP variants get

better results. However, their variability is much higher than that of the GP variant.

Concerning our latest experiment, Figure 8 shows us the results achieved for the

SRCC over the LS200 benchmark dataset. This time, the LGP technique stands

out for the worse in relation to the other approaches.

We now turn to a quantitative and qualitative analysis of our empirical results.

The objective is to compare the different techniques considered as LR (as baseline

technique) and the three variants TGP, LGP, and CGP as strategies to build meta-

models that allow the stacking of fundamental semantic similarity measures to

achieve higher predictive performance.
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Fig. 9. Average execution times for the experiments performed

4.3.3. Spacial and Temporal Analysis of the meta-models

We now show a summary of the time needed as well as the final size of the generated

meta-models using the different approaches that we have seen along the work. The

experiments have been performed over a CPU 11th Gen Intel(R) Core(TM) i7-

1185G7 at 3.00GHz with 64 GB RAM memory over Windows 10.

Figure 9 shows a summary of the the results obtained for the 6 experiments in

terms of execution time. It is a visible fact that both the execution time spent to

learn the meta-model and its size are correlated.

Figure 10 shows a summary of the results obtained for the 6 experiments in

terms of size of the meta-model generated. We have measured the size in number

of items, counting operators, variables and constants as one item in a homogeneous

way. The generation of linear code by means of LGP is by far the most expensive

operation. In contrast, the LR model is very inexpensive because only 5 coefficients

are to be optimized. Therefore, both its time and size are the most efficient.
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Fig. 10. Average size of the meta-models generated

We now proceed to analyze all the empirical results collected during the exper-

iments to determine the best and worst performers, respectively.

4.3.4. Analysis and lessons learned

The goal is to extract the most significant lessons that can be learned from this

research. To do that, we proceed to a double analysis: On the one hand, we are

interested in knowing which approaches have performed better among all the exper-

iments, and on the other hand, we are also interested in learning which approaches

have performed worse.

Although we report the results here in summary format, the experiments per-

formed have greatly expanded. We have tested cases in which only words were

compared, cases in which only sentences were compared, and cases in which only

paragraphs of text were compared. Moreover, some of these pieces of textual infor-

mation were extremely specific, for example, those belonging to the LS200 dataset

that pertains to the legal domain.

When comparing the results for each of the experiments we have performed, it

is necessary to note that these results were obtained after testing 30 independent

runs, where both the training sample and the cold start of the strategies were com-

pletely random. Therefore, the results reflect various situations concerning assessing

semantic similarity.

We want to measure this behavior of the different approaches concerning five

fundamental metrics: accuracy in terms of average results obtained for both PCC

and SRCC, accuracy in terms of maximum results obtained for both PCC and

SRCC, variability calculated as the difference between the best and worst results

obtained, time calculated as the number of time units needed to generate the meta-

models, and size which we have represented in bytes and which measures the amount

of space (or size) required to store the meta-model, both in main memory and in

secondary memory.
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Table 1 shows the results of the different approaches to compute the best per-

formances. As can be seen, the RL fails to excel in accuracy. However, it is the best

approach when the other metrics are considered. TGP manages to be the best in

terms of accuracy in some situations and still achieves decent results in the other

metrics. LGP results in a somewhat chaotic behavior because although it fails in

many metrics, it reaches the absolute best results in many cases. Finally, CGP

performs quite well, with excellent results in calculating the median accuracy.

LR TGP LGP CGP

Accuracy (median) 0 2 1 3

Accuracy (maximum) 0 1 3 2

Variability 5 0 0 1

Time 5 1 0 0

Size (#items) 4 2 0 0

Table 1. Times each approach has been the best concerning the variables under study

Table 2 shows the summary of the results obtained for the different approaches

but considering the worst performances only. As can be seen, LR gets the worst

results in terms of accuracy on only two occasions, although it is never the worst

in any of the other metrics. TGP and CGP present outstanding results, being

the worst on a minimal number of occasions. Finally, LGP ranks as the worst

approach on numerous occasions, especially regarding time and size variability and

cost. Therefore, the lessons we can learn concerning the different alternatives to

build meta-models from this comparative study are as follows:

LR TGP LGP CGP

Accuracy (median) 2 1 3 0

Accuracy (maximum) 2 2 1 1

Variability 0 2 3 1

Time 0 0 6 0

Size (#items) 0 0 6 0

Table 2. Times each approach has been the worst concerning the variables under study

• Concerning LR, it was always the lightest strategy in terms of the time

needed to learn the model and the physical space required to store it. In

addition, its results showed minor variability. As a disadvantage, it failed

to excel in accuracy in any experiments.

• TGP turned out to be the lightest of the GP-based models. It obtained the

best results on some occasions (both in the median and maximum values)

and always had a lower cost than LGP and CGP.
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• Concerning LGP, we have observed poor performance in most variables.

For example, it is always the most space-consuming model (note that more

than 50 lines of code were automatically generated in all attempts), the

one that takes the longest time to learn the meta-model, and the one that

obtains the most variable results. Even so, LGP has stood out for getting

the best maximum results on a more significant number of occasions.

• CGP has performed exceptionally well compared to the other GP variants.

It did not stand out negatively in almost any of the experiments performed

and was the approach with the best performance in obtaining the best

results (considering the median).

Finally, stacking techniques work best when more methods are aggregated (to

some extent) and when there is diversity so that the weaknesses of each technique are

blurred by the strengths of others in different regions of the search space. Designing

a strategy based on size and diversity is always a good idea. It is certain that with

the choice of other semantic similarity measures in which greater degrees of diversity

could be found, the results would have been different.

5. Discussion

Ensemble learning has been a reasonable strategy to face the semantic similarity

challenge over the last few years. To use it to generate a simple but robust ag-

gregation strategy, we have focused our effort on exploring the GP-based family.

However, even in this family, there are several variants of TGP, LGP, or CGP whose

outcomes in a particular situation are often complicated to anticipate. For this rea-

son, we have carried out this comparative study. The following are the lessons we

have learned from this work as well as the threats to the validity of the research.

5.1. Lessons learned

The main benefit of ensembles is that they can take advantage of the capabilities of

a wide range of proven methods to solve semantic similarity problems. Thus, it can

often predict a more accurate result than the methods considered individually. We

have seen how the use of GP techniques can lead to the learning of high-accuracy

ensembles. In this regard, we have performed, for the first time to the best of our

knowledge, a comparative study on the GP variants best suited to the challenge.

We should mention that, unlike what happens with other ensemble learning

methods such as bagging or boosting, when working with stacking, we consider

heterogeneous base estimators and what we are trying to do is to find an aggregation

formula that can identify the parameters that should operate to obtain the best

results.

As we assume that the search space is too large and that in some regions of

this space, some semantic similarity measures will behave better than others, our

goal is to use an evolutionary method that analytically identifies all these facts.
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Therefore, we have emphasized diversity’s critical role in completing a suitable

strategy. Moreover, we always keep in mind additional but significant aspects, e.g.,

the interpretability of the resulting aggregation model, which will make people want

to use these models in their daily activities.

5.2. Threats to the validity

We have been working with stochastic techniques, which means that each time we

generate a model, we are likely to obtain a slightly different version from another

model we may have generated previously. This is because the cold start of the

methods requires the random generation of an initial state. In addition, the search

method involves the random mutation of the solutions in search of other beneficial

parameters in other significant parts of the search space. Therefore, given the same

inputs, it is not assured that we will always have the same outputs. Our strategy

to mitigate against the variability of results has been to run 30 instances of each

program independently. The reported results have included statistics regarding the

lower/upper whisker, median, and lower/upper quartile, which reflect very well the

variability of the results obtained.

In addition, after building the ensemble in many cases, we may realize that its

performance is not significantly superior to some of the semantic similarity measures

considered fundamentally. In cases like these, and for simplicity and efficiency, it

is usually a good idea to use only the semantic similarity measure that performed

best within the ensemble. Therefore, it is assumed that the solution yielded by the

ensemble can in no case be inferior to that of the best-represented method.

Furthermore, although throughout this paper, we have discussed the advantages

of using GP to design and implement stacking strategies, it is also necessary to com-

ment on some of its limitations. For example, stacked models consume much time

and electrical energy during training, which is usually not sustainable in the long

term. Not to mention, the base estimators also have to be trained simultaneously. In

such a case, the resources required are usually vast. On top of that, stacking tech-

niques are known to degrade quite frequently and are costly to recalibrate. These

methods may not be optimal in a wide range of situations where sustainability is

an integral part of the strategy to be deployed.

6. Conclusion

This paper has presented our research work on the design and implementation of

ensemble learning techniques using different variants based on GP. These ensem-

ble learning techniques aim to excel in solving problems related to the automatic

assessment of semantic similarity.

We have studied the most promising variants of GP, including TGP, LGP, and

CGP. Although the performance in terms of accuracy is similar, they offer different

performances in additional aspects such as interpretability or transferability. In
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addition, it is deduced that models with superior performance to existing, more

advanced techniques can be achieved in some situations.

Among the lessons learned, although these GP techniques have been little stud-

ied, their performance is promising. Therefore, work in this direction could signif-

icantly contribute to the state-of-the-art. We are referring to the idea of gaining

a few hundredths more in terms of accuracy and generating interpretable models

that the people who use them can trust and solutions that can be reused in other

situations. Alternatively, even allowing the incorporation of background knowledge

makes the models much more helpful in practice.

We have also seen that several families allow the implementation of a stacking

strategy. Besides those based on GP (either TGP, LGP, or CGP), other families are

inspired by neural architectures [59] and architectures based on fuzzy logic [60]. Each

family and subfamily has its characteristics that make them have associated advan-

tages and disadvantages. However, more research needs to be done on the strategies

most appropriate for each family and subfamily. In the end, many decisions are con-

ditioned by the experience of the operator who uses them. The community shares

that there is still much room for experimentation and adaptation of techniques.

Therefore, this is a direction that should be explored in the future.
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