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Abstract. This research work presents a new augmentation model for
knowledge graphs (KGs) that increases the accuracy of knowledge graph
question answering (KGQA) systems. In the current situation, large KGs
can represent millions of facts. However, the many nuances of human lan-
guage mean that the answer to a given question cannot be found, or it
is not possible to find always correct results. Frequently, this problem
occurs because how the question is formulated does not fit with the in-
formation represented in the KG. Therefore, KGQA systems need to
be improved to address this problem. We present a suite of augmen-
tation techniques so that a wide variety of KGs can be automatically
augmented, thus increasing the chances of finding the correct answer to
a question. The first results from an extensive empirical study seem to
be promising.

Keywords: Expert Systems, Knowledge Engineering, Knowledge Graphs,
Question Answering

1 Introduction

One of the most widely used representations of Knowledge Bases (KBs) is in
the form of Knowledge Graphs (KGs). The nodes represent entities connected
by relations in the form of a directed acyclic graph (DAG). Extensive research
in the past decade has shown that these KGs can be extremely useful for many-
core language tasks due to their simplistic structure and the ability to abstract
facts and knowledge. Some disciplines that can benefit from KGs are question
answering (QA) [12], recommender systems [10], etc.

In the case of QA, many systems depend on a suitable KG to find proper
answers, so there is little any QA system can do if the KG does not contain the
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answer. Thus, larger KGs generally lend to better QA performance unless the
question domain is orthogonal to the KG [17]. In this way, having the correct
information appear in many different forms reduces the burden on the QA system
to perform complex operations to understand the text. However, to date, this
research direction has been little explored.

In the context of QA systems, chatbots, or voice assistants, one of the most
usual ways of operating consists of using a KG (e.g., Wikidata) to be queried
(e.g., using SPARQL) to find the correct answer to a given question [7]. The
question can even be supplemented with synonyms to help users ask the same
question differently [1]. The problem is that the question reformulation in differ-
ent ways is always executed on the same structural model. If the answer structure
the QA system is looking for is not in the KG, all attempts are futile.

For this reason, data augmentation strategies can be proposed. The problem
is that data augmentation for explicitly graph-structured data is still in its early
stages [26]. Our proposal represents one of the first solutions in this direction. The
Wikidata KG is automatically augmented to significantly increase the chances
of finding an answer for any query reformulations. In addition, our strategy
applies to any KG developed under the Resource Description Framework (RDF)
umbrella, where knowledge is represented through facts very close to natural
language. Therefore, we aim to facilitate the development of better quality KGs
in an automated way, at least from the QA viewpoint.

As a result, the main contributions of this research work can be summarized
as follows:

– We present a new augmentation model for KGs intended to improve the
performance of KGs for QA. Our strategy is based on several levels of aug-
mentation that considerably reduce the possibility of false positives during
the process.

– We empirically evaluate such a strategy to establish the corresponding im-
provements over baseline methods.

The rest of this paper is structured as follows: Section 2 presents the state-
of-the-art in knowledge graphs augmentation. Section 3 presents the technical
details of our contribution. Section 4 reports the empirical study to which we
have subjected our strategy and compares it with baseline strategies. Further-
more, we end with conclusions and lessons that can be learned from this research
work.

2 Related Works

Currently, the use of KGs is widespread since they are beneficial in computa-
tional disciplines that require the use and exploitation of background knowledge
to develop their tasks. Since integrating heterogeneous sources has improved
as computer and communication technology has advanced, the amount of back-
ground knowledge generated increases and changes continuously. New techniques
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based on neural computation are the most popular for implementing QA sys-
tems. However, in the literature, we see that neural approaches often lack the
background knowledge to complete some of their tasks. In recent times, there
has been some agreement in the community that this background knowledge is
highly desirable. Furthermore, it has been proved that this background knowl-
edge can be effectively represented in a structured form like fact triplets [21].

Therefore, it seems clear that background knowledge can help in new do-
mains, especially when crucial external information is needed. However, little
has been done to augment KGs directly [3]. Instead, the research on KGs mainly
focuses on three open issues: KG representation, KG construction, and KG ap-
plication, which integrates many computer-related disciplines such as knowledge
representation, information retrieval, and natural language processing. For this
reason, our work presents as a novelty, an exploration of the KG augmentation
to increase the efficiency and reliability of QA systems.

The rest of this section is structured as follows. Subsection 2.1 sets out the
current state of the art concerning QA. Subsection 2.2 discusses QA systems
using KGs. Subsection 2.3 explains why current methods for Query Expansion
are often not good enough to find the proper answers. Subsection 2.4 explains
how augmentation techniques come to fill this gap. Finally, in subsection 2.5, we
explain the significant differences between augmentation and auto-completion
and clarify how our research is positioned in the current state-of-the-art.

2.1 Question Answering

QA has been successfully applied in several domains, such as search engines
and voice assistants. The reason is that QA can facilitate applications to ac-
cess knowledge effectively. QA systems are generally considered collections of
interconnected components, usually, through a pipeline, that automatically an-
alyze various data sources in order to answer questions [19]. Building successful
QA systems is considered challenging due to the inherent problems in managing
considerable amounts of data [11]. In recent times, QA systems have become
prevalent as opposed to systems that rely on ranking methods to provide differ-
ent resources to find information related to a question [15].

The development of QA systems involves many and varied problems [8].
However, in this work, we focus on the problem of data redundancy. The notion
of data redundancy in massive collections, such as large textual corpora, means
that information is likely to be phrased in just one of the many ways it would
be possible.

Finally, it is essential to emphasize that we are only concerned with KGQA
systems in this research work. This means we are interested in QA systems
aiming to exploit KGs, which store facts about the world in a structured format.
This kind of system has become very popular recently due to the good results
they can achieve compared to classic unstructured text-based systems [2].
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2.2 Question Answering over Knowledge Graphs

Question Answering over Knowledge Graphs (KGQA) aims to find answers for
natural language questions over a KG [27]. Recent KGQA approaches adopt a
neural machine translation approach, where the natural language question is
translated into a structured query language [24].

The main difficulty comes from the nature of human language and the fact
that text suffers from ambiguity in most cases. In addition, sentences and ques-
tions about the same topic and case can be formulated differently [18]. Language
is very dynamic, and people can ask a question in almost infinite different ways.
So, in most cases, specifying and providing a precise answer to a question is
complicated.

KGQA systems are intended to convert a question into a query to a given KG,
thus avoiding the need to learn a graph-oriented query language [25]. However,
an insufficient amount of data is typical when exploiting current KGs. This
is because collecting such amount of data can be tedious and error-prone. An
effective way to work with KGs that are not large enough is to reformulate the
original query by adding some synonyms to expand the search space to find a
suitable answer. However, as we will see below, these methods also have some
disadvantages.

2.3 Insufficiency of solutions for Query Expansion

One of the most popular methods in the QA domain is query expansion. Query
expansion tries to augment a search query with other terms such as relevant
synonyms or semantically related terms [5, 20]. This process is widely used in
information retrieval systems to improve the results and increase recall [28].
Users either ask questions with minimal keywords that do not reflect the user
intention or are inexperienced in the topic they are searching for. Therefore,
query expansion is done assuming that the structure of the user query reflects
the user’s real intention. Moreover, the chance of finding a meaningful answer
is low if no standard form is shared between the original question and how the
knowledge is represented in the KG. Therefore, exploring methods to augment
KGs automatically and without structural constraints seems reasonable.

2.4 Data Augmentation

Data Augmentation (DA) is a set of techniques that can be used to artificially
expand the size of a dataset by creating modified data from the existing one
[9]. For example, in the machine learning field, it is usually good to use DA to
prevent overfitting or when the initial dataset is too small to train on or achieve
better performance. In this way, DA is crucial for many applications as accuracy
increases with available data.

It is widely assumed that DA can significantly improve tasks such as classi-
fication and segmentation accuracy in many domains. However, the use of DA
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techniques regarding KGs is little explored. In the context of KGs, DA can be
formally defined as

D ← (D,Daug), Daug ← { (o, pr, s) | ∀x ∈ D,x = (s, p, o)}
Although there are some precedents, DA is not as popular in working with

textual information as in other domains. The reason is that augmenting textual
data is challenging due to the nuances of the natural language [13]. In this way,
generating new data samples is one way to augment existing data, but there
is a high risk of creating incorrect knowledge. However, there are other safer
approaches (e.g., minor changes to existing data, deterministic transformations,
and so on) for DA.

2.5 Differences between KG Augmentation and KG
Auto-Completion

Most existing approaches use some methods for auto-completion of KGs [4]. This
task is usually called KG auto-completion. It extensively focuses on tackling
this issue by learning models, commonly known as link predictors, that can
complete any fact with partial information. More recently, neural network-based
methods, commonly called neural link predictors, have become state-of-the-art
for KG completion tasks. However, since these models are supervised learners,
their ability is directly tied to the available training data.

Moreover, in KG auto-completion, the aim is to complete a fact, e.g., (Socrates,
is-a, ?). KG augmentation does not try to guess unknown information. However,
it starts from the idea of making changes to the existing facts, e.g., (Socrates,
is-a, philosopher) → (Socrates, is-a, thinker), (Socrates, was-a, philosopher),
(philosophy, is-contributed-by, Socrates), (Socrates, was-a, classic thinker), etc.
While KG auto-completion is a machine learning challenge subject to much un-
certainty, KG augmentation is a data management challenge. It is much more
deterministic, preserving knowledge by minimizing the possibility of making se-
rious errors. At the same time, it facilitates the accommodation of different for-
mulations of a question only at the expense of needing more secondary memory
(which is currently relatively cheap).

In this work, we adopt an approach based on KG augmentation. KG aug-
mentation aims to expand the data sources to be analyzed to improve the limits
of existing KGs. This strategy allows leveraging vast volumes of data to provide
insights, forecasts, and suggestions previously unattainable owing to a lack of
relevant data, even if starting with very little [29].

2.6 Positioning in the state-of-the-art

Much research work has been devoted to KG auto-completion. A common ap-
proach is KG embedding, representing entities and relations in triples as real-
valued vectors and assessing triples’ plausibility with these vectors. However,
most KG embedding models only use structure information in observed triple
facts. Furthermore, syntactic and semantic information in large-scale data is
not fully utilized, as KG embeddings only employ entity descriptions, relation
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mentions, or word co-occurrence with entities [30]. Our research shows for the
first time a strategy for KG augmentation that improves the quality of KGQA
systems thanks to the automatic enrichment of the knowledge contained in the
KG. To do this, we will try to make changes that are not too intrusive to save
the veracity of the represented knowledge.

Our approach should be helpful in open-domain QA. For example, when
dealing with factoid questions over KGs. A standard practice to execute a query
using SPARQL over the KG to extract answer entities. Query expansion for
this purpose adds a layer of difficulty. Our hypothesis is that a fully augmented
KG might facilitate finding the correct answers by being much more flexible in
allowing different formulations of the same or closely-related question.

3 Automatic Knowledge Graph Augmentation

Although QA systems are valuable and sought in various fields, developing effi-
cient ways for assessing questions and determining responses is a difficult chal-
lenge. The fundamental challenge stems from the nature of human language and
the fact that most texts can be reformulated without loss. Furthermore, ques-
tions concerning the same topic and instance might be phrased differently. People
can ask a question in an almost limitless number of different ways. As a result,
defining and providing a specific answer to a question is complex. Automatic KG
augmentation can substantially reduce human effort and ensures the quality of
machine-generated data using the results of performance improvements. It can
also extend the relational information of given concept sets, including additional
knowledge for the intended input query.

We can define a Knowledge Graph KG = {(sub, pred, obj)} ⊆ E × R × E as
a set of triples of the form (sub, pred, obj) such that sub ∈ E , pred ∈ R and
obj ∈ E . In this way, E and R are the sets of all entities and relation types of
KG.

Figure 1 shows an example of a KG in which facts in the form of subject,
predicate, and object are modeled to give rise to a DAG that semantically models
information.

For a given KG = {(V, E ,X )} where V is a set containing |V| nodes, E is the
set of edges showing the links between nodes, and X is the attribute matrix. A
KG augmentation Aug(·) aims to learn a mapping function Φ : Φ(V, E ,X ) 7→
R|V|·V that projects graph nodes to d dimension latent representation Z, where
Φ : Aug(Φ′) being Φ′ the mapping function.

While it is true that, in graph-oriented queries, the essential nodes are usually
extended with synonymous words to facilitate cases where users set the question
in different forms, we have adopted a radically different approach in this work
that overcome specific weaknesses, e.g., safe creation of new fact triplets. KG
augmentation is a set of methods to artificially increase the size of a KG by
generating new facts from existing data. This includes making minor changes to
data or using heuristics to generate new facts [29]. KG applications, especially in
data and knowledge engineering, continue to increase quickly. KG augmentation
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Fig. 1: Example of a Knowledge Graph representing some general-purpose
knowledge. It consists of 12 fact triplets of type (subject, predicate, object). It
can be easily and safely augmented with new facts that facilitates the answering
of more questions. For example: (finger, equivalent, tactile member), (ring, is a,
tactile member), (thumb, is a, tactile member), etc. Such augmentation will be
only at the expense of increased secondary memory consumption.
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techniques may be an excellent tool to face the community’s challenges. Manually
curating and extending existing KG can lead to exhausting, error-prone, and
costly processes. Transformations in KGs using augmentation techniques allow
for reducing these operational costs. In this way, augmentation techniques make
KGs more complete by creating diverse variations, and therefore, they facilitate
finding the correct answer to a given question.

In this work, we consider four types of augmentation covering lexical, syn-
tactic, and semantic aspects:

– Character-level augmentation

– Item-level augmentation

– Component-level augmentation

– An efficient combination of all of them

We will now explain each of them in detail. Subsequently, we will undertake
an empirical evaluation that will allow us to explore the strengths and weaknesses
of each of them.

3.1 Character-level augmentation

Character-level augmentation has been widely used because the augmentation
mechanism is straightforward to realize. Compared to other augmentation strate-
gies, these augmentation strategies generally have lower computational costs but
can also achieve decent accuracy. Since such an augmentation strategy function
does not consider graph structures, it can be used in large graphs. Accordingly,
it has broader applications than the other strategies and can effectively improve
the reliability of the KGQA systems.

The rationale behind this strategy is that variability is inherent to the human
language. Therefore, this kind of KG augmentation can be understood as a way
to proceed with a lemmatization process, determining the root of the words to
prevent irregular forms (i.e., plurals, third persons, and so on).

3.2 Item-level augmentation

In order to enhance graph representation, item-level augmentation techniques
generally employ information on target nodes and edges. Compared with char-
acter level augmentation, these techniques pay attention to the nodes in the
graph. The universality is weaker than that of character-level strategies. Conse-
quently, this strategy is more prevalent in recommendation systems and neural
language processing. The most popular techniques in this category are synonym
replacement, random token insertion, and random token deletion. Please note
that this method is never applied to proper nouns because they usually have no
substitute.
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Synonym replacement It randomly chooses words from the subject or object
that do not stop words. Replace each of these words with one of its synonyms
selected at random. In order to do that, it should be possible to use word2vec [22]
or contextual embeddings like BERT [6]. Dictionaries can also be used to find
synonyms for the desired token from the original entity that must be replaced.
The popular WordNet [23] is an example of a resource to be used here.

Random token insertion It consists of inserting a random word into the en-
tity. Nevertheless, it is assumed that this insertion should not be a stop word.
For these random insertions to make sense, they must be supported by a con-
textual embedding solution such as BERT [6], which can predict the words that
usually appear next to a given one.

Random token deletion It consists of deleting a random word into the entity.
It is assumed that the deletion should not be a stop word. For random deletion
to make sense, it is preferable to proceed with adverbs or adjectives since they
carry less semantic load than nouns.

3.3 Component-level augmentation

It consists of working on the level of a complete fact (subject, predicate, ob-
ject). The most popular techniques in this category are: swapping and structure
prediction.

Swapping It consists of choosing the subject and the object in the triplet and
swapping their positions. In addition, the predicate must be adapted accordingly
through a reversal operation. This operation is prevalent since it enables semantic
swaps that preserve the global consistency [13].

Structure prediction Structured language in graph form helps achieve this
augmentation capability. It can be done using any KG-auto completion technique
since we will not rely on information already expressed.

3.4 An efficient combination of all of them

In augmentation research, a common technique combines several KG augmen-
tation methods to achieve more diversified instances. Here, the combination can
mean applying multiple separate or stacked methods. In this way, while the re-
sults of the two augmentation methods might differ significantly, combining both
methods should produce good results.

It is essential to note that some combinations may be safer than others in
preserving knowledge. For example, a reasonably safe combination can be made
by choosing one type of augmentation from each branch, such that (philosophers,
like, reading) could be replaced by (read*, is-liked, thinkers). It can be seen how
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a character-level, synonym replacement, and swapping have been performed,
respectively. The massive insertion of these triplets helps accommodate possible
human operator queries. In addition, there is always the possibility of using more
aggressive strategies if the original question cannot be satisfied. For example
(thinkers, enjoy, reading books) whereby two synonym replacements and one
random insertion have been considered.

4 Results

This section presents our results after subjecting our proposal to an extensive
empirical study. So first, we describe the datasets we are going to work with. The
configuration we have selected to perform the experiments, the empirical results
we have obtained for the different variants of our strategy, and their appropriate
comparison with baseline methods. Then, we show an empirical study on our
performance when testing the strategy. Finally, we discuss the results we have
obtained.

4.1 Datasets

The KG that we will use as a base to be augmented will be Wikidata1. This
corpus consists of the entire Wikidata KG, and it takes 33 GB, approx. Although
this is due to overhead, the amount of net data is significantly lower. At the same
time, we have chosen some questionnaires (i.e., adapted pairs of questions and
answers) on geography and history, which have been taken from a subset of the
popular OpenTrivia benchmark dataset [14]. The reason for choosing this dataset
is that it contains primarily questions in factoid format, which in principle, is
the most suitable format expected for a KGQA-based system. Nevertheless, since
ours is a general-purpose framework, there would be no restriction to operating
on other single-response datasets.

4.2 Setup

The configuration we have chosen is as follows:

– Character level, we have chosen the Krovetz solution [16].
– Item Level - Synonym Replacement, using the synonyms ranked first in

Wordnet.
– Item Level - Random Insertion, using the first prediction of BERT.
– Item Level - Random Deletion, a token is erased randomly when the entity

has more than one token.
– Component-level - Swapping, subject and object are interchanged, and the

predicate is switched to passive voice.

1 https://www.wikidata.org/
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– Component Level - Structure prediction, calculated with TransE from the
Ampligraph library2

– An efficient combination of all of them, we calculate all possible permuta-
tions, choosing one method from each of the three families at each iteration.
We report only the best result.

There is one crucial thing to keep in mind at this point. Augmentation tech-
niques may or may not be associated with worse results than baseline. For ex-
ample, work with the augmented copies only to find answers to questions not
satisfied by the original KG. The result will never be inferior to the baseline.
However, running the program will require much more time since it has to navi-
gate between several augmented copies. Nevertheless, in no case will the human
operator get worse results.

In another case, the queries are performed directly on the augmented KG
to check if they can be satisfied. In these cases, the execution time will be very
similar (although it depends significantly on the degree of augmentation of the
original KG). However, it is quite true that the results may vary significantly
concerning the baseline.

In this work, we take as a form of evaluation the first one. The answers are
sought in augmented copies of the KG only if they could not be satisfied initially.

4.3 Empirical Evaluation

Below, we show our results after submitting our different strategies to an em-
pirical evaluation. The baseline consists of using the original Wikidata KG. Fur-
thermore, each of the following strategies works on the original Wikidata KG to
check if such augmentation can facilitate better results. We also show the aug-
mentation factor, which means the amount of memory space required to store
the augmented KG, being 1.00 the original Wikidata KG.

Table 1 shows the results for the questions on general geography. Sometimes
it is challenging to know specific data about geography. We now want to see if
our proposal could help a human operator satisfactorily.

Method Score

Baseline (Original Wikidata) 0.57
Augm-Character Level - Krovetz Lemmatization 0.62

Augm-Item Level - Synonym Replacement 0.66
Augm-Item Level - Random Insertion 0.57
Augm-Item Level - Random Deletion 0.47
Augm-Component Level - Swapping 0.57

Augm-Component Level - Structure prediction 0.62
Augm-Smart Combination 0.67

Table 1: Results for the subset of general geography from OpenTrivia

2 https://github.com/Accenture/AmpliGraph/
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Table 2 shows us the results on the questions about the history of humankind,
regardless of date or geographical region. It is not easy for a human operator to
store all this encyclopedic knowledge.

Method Score

Baseline (Original Wikidata) 0.57
Augm-Character Level - Krovetz Lemmatization 0.62

Augm-Item Level - Synonym Replacement 0.66
Augm-Item Level - Random Insertion 0.57
Augm-Item Level - Random Deletion 0.46
Augm-Component Level - Swapping 0.57

Augm-Component Level - Structure prediction 0.71
Augm-Smart Combination 0.70

Table 2: Results for the subset of general history from OpenTrivia

Table 3 shows us the augmentation factor, which means the amount of mem-
ory space required to store the augmented KG, being 1.00 the original Wikidata
KG. Please note that we have taken a conservative approach. For example, in
the case of swapping, three operations could be performed on subject, predicate
and object respectively. However, to guarantee the preservation of knowledge,
we have only performed on one permutation at a time.

Method Aug.

Baseline (Original Wikidata) 1.00
Augm-Character Level - Krovetz Lemmatization 0.98

Augm-Item Level - Synonym Replacement 2.53
Augm-Item Level - Random Insertion 1.26
Augm-Item Level - Random Deletion 0.86
Augm-Component Level - Swapping 1.01

Augm-Component Level - Structure prediction 1.33
Augm-Smart Combination 1.77

Table 3: Size of the Wikidata KG after undergoing augmentation operation

4.4 Discussion

Methods and techniques for automatically answering questions are in high de-
mand. As a result, many solutions for QA have been developed to respond to
this need. In this context, building models that seamlessly handle structured
data (e.g., KG) has been a long-sought-after goal. The reason is that KGs allow
overcoming limitations about the structure and semantics of the information
they represent. We have seen how the research community has proposed efficient
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methodologies for analyzing questions and specifying proper answers using KGs
with quite reasonable returns. In this way, the advantages inherent in the use of
KG in contexts, such as the one we are dealing with here, can be summarized
as follows:

– Improving KGQA accuracy by safely adding more data into the KGs
– Reducing costs of manually augmenting the KGs
– Facilitating answers to rare questions
– Preventing privacy issues (if needed)

The main issue faced when working with augmented KGs is that the model
may need much more computation time to find no answer. Most KG augmen-
tation learning methods focus on homogeneous graphs, including augmenting
nodes, structural attributes, or models. However, the continuous development of
KG learning methods is still difficult to handle the problem of heterogeneity in
graph data. For this reason, we will now list the lessons we have learned from
this research work:

– It is always possible to try different augmentation approaches and check
which works better

– An aggregation of different augmentation methods is also a good idea
– It is possible to determine the optimal method combination for the best

results
– Data augmentation in KGs does not always help to improve the performance

Furthermore, KG augmentation can be beneficial for increasing the accuracy
of KGQAs. However, it does lead to an increase in the use of secondary memory.
Nevertheless, this type of memory does not usually represent a high cost in recent
times. In addition, it would be possible to look for data management techniques
that optimize the consumption of resources. Furthermore, a possible strategy of
combining techniques for query expansion and KG augmentation simultaneously
could also help meet this challenge.

5 Conclusions

QA systems have become more critical than ever in recent years. The main
reasons are the ongoing expansion in the available information and the necessity
to help people get the information they need precisely, quickly, and efficiently.
We have seen how KG augmentation is crucial for building more accurate and
robust KGs. An appropriate pre-processing with data augmentation can help
build state-of-the-art systems.

This research has presented our approach to using natural language gen-
eration for data-centric research to reduce the cost of leveraging building an
augmented KG. Automatic knowledge augmentation for KGQA systems is not
limited to a particular model but can be applied in different forms. Our approach
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demonstrates the positive effects of KG augmentation through comparative ex-
periments using datasets belonging to different domains. Moreover, some guide-
lines for suitable and feasible KG augmentation strategies have been provided.

In future work, the community must consider the necessity to develop eval-
uation methodologies for measuring the quality of augmented KGs. As the use
of augmentation methods increases, assessing their quality will be required. It is
also important to consider that if an actual KG has biases, a KG augmented from
it will also have those biases. So, the identification of a good KG augmentation
approach is essential.

Furthermore, it is also necessary to consider that augmentation models are
generally time-consuming and have some space complexity. As the number of
nodes or edges increases in large-scale graphs, the augmentation factor will also
increase. Nevertheless, until now, there has been no effective parallel solution
for handling this issue. The problem of high cost, the selection of augmentation
strategy, and the optimization of the augmentation model are the main problems
that need to be faced in the future.
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