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Abstract

This research paper presents the conclusive findings of the NEFUSI project. Specifically, it focuses

on the development of neurofuzzy models capable of accurately and efficiently evaluating semantic

textual similarity. Our study reveals that neural networks and fuzzy logic possess distinct charac-

teristics that render them suitable for specific problem domains while rendering them unsuitable

for others. Neural networks, for instance, excel in pattern recognition, yet necessitate user-friendly

decision compliance. Conversely, fuzzy logic systems permit interpretation but lack the ability to au-

tomatically derive decision-making rules. Recognizing these limitations, we have devised an innova-

tive intelligent hybrid system that combines both approaches to overcome the individual constraints

simultaneously.
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1. Introduction

In this research, we present a summary of all the work done in the framework of the NEFUSI

project. This project was about making new neurofuzzy architectures that let computers figure out

how similar two pieces of text are semantically similar without giving up the ability to understand

the solutions.

The main issue was that because human language has so many nuances, it is frequently challeng-

ing to gauge how much different texts are similar in meaning. Because deep learning (DL) models

have been shown to produce the most significant outcomes across the vast majority of fields where

artificial intelligence can assist in process automation, we have used them in this context. However,

these models have specific areas for improvement, such as the inability to make it simpler for human

operators to comprehend the insights they offer and the excessive demand for data to be trained.

These two reasons explain why the usage of these technologies is less ubiquitous than its potential

benefits. On the other hand, our working premise was that if these DL models are suitably inte-

grated with other techniques, such as fuzzy logic (FL) more suited to facilitating interpretability, it

should be possible to produce an appropriate compromise [5].



Semantic similarity measurement frequently requires the interpretability of models to understand

the information that has been derived. The vast majority of the solutions address some form of

explainable artificial intelligence. They are primarily focused on technical solutions that are catered

to users with an extensive understanding of mathematics. Nevertheless, the last few years have

paved the way for the foundation of yet another family of alternative methods. As a result, this

research field has seen an explosion of research to make models clearer and easier to comprehend.

In the frame of the NEFUSI project, we examine neurofuzzy models. As a result, the contribution

of this work is that we propose a model whereby a fuzzy system operates concurrently with an

artificial neural network (ANN) in the hope of ameliorating the shortcomings of each of these two

kinds of systems [20]. This solution yields a fuzzy system that works flawlessly with an ANN.

By approaching the problem in this manner, our goal is to develop a more effective, reliable, and

straightforward model for assessing the semantic similarity among pieces of text.

Furthermore, in the context of this work, we have concentrated on using well-known models such

as BERT [8], ELMo [30], or USE [2] with Mamdani inference [16]. Using these models has allowed

us to come to some interesting results. Additionally, the various parameters of the fuzzy component

have been set up under the seminal work done by Angelov and Buswell [1], which means that this

research is founded on that work. It is also possible to investigate the attainable success level by

employing Takagi Sugeno-type models [35].

The remaining parts of this work are organized in the following manner: The works relevant to

applying neurofuzzy systems to textual processing information are presented in Section 2. Section 3

presents the technical details for using neurofuzzy systems in the NEFUSI project. Section 4 shows

the experimental setup and user instructions for running the software. Finally, we remark the most

important conclusions from this research.

2. Related works

Regarding the automatic semantic similarity assessment, there is a significant body of research

on approaches and resources that can be used to solve the problem [7, 10, 11, 21, 23, 29]. DL in

general, and word embeddings [26] in particular, are currently the most popular family of methods

because it can produce the best outcomes in various applications [17]. However, its efficacy has yet to

be demonstrated in more specialized fields with distinctive characteristics [36]. It is a common belief

that models focusing on whole-sentence comprehension instead of the more traditional approach

of breaking down each word will produce superior results. The NEFUSI project presents a novel

neurofuzzy architecture to address the problem of semantic similarity at the level of words and

sentences.

From the viewpoint of the FL, the analytically derived fuzzy systems have one obvious benefit

over other types of solutions: the human operator does not need to initially specify the structure of
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the model before beginning to work with it. However, this benefit is not without its drawbacks, the

most significant of which is the computation time required. Exploring the search space containing

all possible configurations is usually unfeasible. Therefore, sophisticated algorithms must be utilized

to explore this space to find the appropriate model to fit the data [34].

The provision of computational tools by FL can help develop inference algorithms [4]. Mamdani

fuzzy inference is something we are looking into because it makes it simpler to build systems managed

by a set of rules that are very similar to those of natural language [18]. Due to its application, any

rule put into place in Mamdani fuzzy inference systems will always produce a fuzzy set. The rule

base of these systems is very similar to natural language, making it relatively simple to understand

and very similar to natural language. We will be using the IEC 61131-7 standard because it provides

the foundation for a programming fuzzy systems.

3. Contribution

The structure of a fuzzy system and the number of fuzzy rules it employs are typically the

defining characteristics of a fuzzy system [21]. In contrast, ANNs, which were developed to solve

problems involving pattern recognition, are limited to only learning from the data initially fed into

the model as training. If it is necessary to model a trade-off between the model’s accuracy and its

interpretability, it is also possible to use multi-objective algorithms [6].

The ANN component makes use of transformers, which are models that are suitable for the

transformation of abstract representations into one another [33]. The transformer models are based

on an encoder-decoder architecture because it allows the encoder to learn a representation of the

input and then pass that representation to the decoder component [25].

The interpretability of FL systems can be improved by utilizing IF-THEN rules [18], but acquiring

this knowledge takes time and effort. It is usually important to rely on the help of a specialist in the

subject because there are so many variables that need to be adjusted. However, neurofuzzy systems

combine the benefits of traditional and current methods to address these concerns. When these two

approaches (ANN+FL) are combined correctly, a neurofuzzy model is generated [32]. In addition, it

is possible to use multi-objective evolutionary techniques to model a trade-off between the model’s

accuracy and its interpretability [22].

4. User instructions

The NEFUSI project has been divided into four deliverables. The first was a state-of-the-art

neurofuzzy system based on a preliminary literature survey. The two central deliverables, 2 and

3, consisted of developing a prototype that works with words and sentences. Furthermore, finally,

deliverable 4 is the present report as a summary. We look at the two central deliverables and their

associated prototypes in the following.
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Please be aware that running the software under the current configuration takes some time to

finish. We run the software in an Intel(R) Core(TM) i7-1185G7 @ 3.00 GHz and 1.80 GHz.

4.1. Words

The prototype consisted of a neurofuzzy solution to measure the semantic similarity of words.

The source code for this approach can be found under the following URL: https://github.com/

jorge-martinez-gil/nefusi

4.1.1. Compilation

...\nefusi\src>javac -cp combined.jar nefusi/*.java

4.1.2. Execution

...\nefusi\src>java -cp .;combined.jar nefusi.nefusi

4.1.3. Datasets

Using a well-known dataset designed for general purposes will give us an idea of how effectively

our method operates. This dataset is known as the MC30 dataset, and it was created by Miller and

Charles [27]. It comprises 30-word pairs relevant to everyday life and could be used by anyone.

4.1.4. Results

Table 1 summarizes the results obtained at the word level for the MC30 dataset and the com-

parison with other existing techniques.

Approach Score
Google distance [3] 0.470
Huang et al. [12] 0.659

Jiang & Conrath [13] 0.669
Resnik [31] 0.780

Leacock & Chodorow [14] 0.807
Lin [15] 0.810

Faruqui & Dyer [9] 0.817
Mikolov et al. [26] 0.820

CoTO [18] 0.850
FLC [21] 0.855

BERT+Mamdani (median) 0.861
BERT+Mamdani (maximum) 0.867

Table 1: Results from the different approaches over the MC30 dataset using Pearson Correlation
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4.2. Sentences

The second prototype consisted of a neurofuzzy solution to determine the semantic similarity of

sentences and paragraphs. The source code for this approach can be found at the following URL:

https://github.com/jorge-martinez-gil/nefusi2

4.2.1. Compilation

...\nefusi-sentences\src>javac -cp combined-sentences.jar nefusi/*.java

4.2.2. Execution

...\nefusi-sentences\src>java -cp .;combined-sentences.jar nefusi.nefusi_Sentences

4.2.3. Datasets

We work here with the lawsentence200, which is composed of 200 pairs of paragraphs taken from

documents of a legal nature and having had their degree of semantic similarity manually labeled by

a group of legal experts using a scale ranging from 1 (not similar at all) to 5 (totally equivalent).

4.2.4. Results

Table 2 summarizes the results obtained at the sentence level for the lawsentence200 dataset and

the comparison with other existing techniques.

Approach Score
USE Angular [2] 0.398

ELMo Euclidean [30] 0.546
ELMo Manhattan [30] 0.553
ELMo Angular [30] 0.618
ELMo Cosine [30] 0.624
USE Euclidean [2] 0.649
USE Manhattan [2] 0.660
USE Cosine [2] 0.705

BERT Pairwise [8] 0.736
BERT Manhattan [8] [8] 0.740
BERT Euclidean [8] 0.743
BERT Cosine [8] 0.780

BERT+Mamdani (median) 0.788
BERT Inner Product [8] 0.803

BERT+Mamdani (maximum) 0.826

Table 2: Results over the lawSentence200 dataset using Pearson Correlation
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5. Discussion

In engineering and other industrial applications, neurofuzzy systems have been the focus of a

significant amount of research [28]. However, their application to natural language comprehension,

and the challenge of semantic similarity assessment in particular, has yet to be thoroughly researched.

Despite this, it is a fact that text can be transformed into numerical vectors by utilizing innovative

techniques founded on neural-based problem-solving methods. The positional information regarding

the words associated with the text can be preserved through this transformation. Consequently, they

are an excellent option for processing complex words, sentences, and paragraphs. After that, an FL

component can assist in configuring a semantic similarity score according to the user’s requirements.

6. Conclusions

In the NEFUSI project, we have seen that, when taken into consideration separately, ANNs and

FL each have several significant advantages and disadvantages [19]. ANNs can be utilized to acquire

knowledge, but the learning process takes a very long time because it requires collecting enormous

amounts of data; it is also typically complicated to understand the final model [24]. Additionally, it

can be difficult to extract structured knowledge from the developed model and to include domain

knowledge to speed up the learning process. The use of FL is the perfect complement since it tends

to excel in the aspects that architectures of a neural nature suffer from. Furthermore, vice versa,

it is weaker in most aspects that ANNs excel at. As a result of this project, we have developed a

prototype capable of working at word and sentence levels that have proven to work quite well. Our

prototype is available to the public for experimentation and improvement.

Since neurofuzzy systems have traditionally been utilized in control applications, this novel ap-

proach represents an innovation in bringing this computational model to the field of semantic simi-

larity measurement. This approach makes it possible to look into how these hybrid systems can be

used in a wide range of language-related situations, opening up a new field of possibilities. Although

in the context of the NEFUSI project, we have focused on the measurement of semantic similarity as

one of the critical activities for information retrieval on the Web, there are many more possibilities

for building different ensembles and solutions in various domains: question answering or ontology

matching, for example.
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