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Abstract

In this work, we present our research for building novel models that allow for processing information

of textual nature effectively and efficiently. We show that both neural networks and fuzzy logic have

specific properties that make them suited for particular problems and not others. On the one hand,

neural networks are appropriate for recognizing patterns. However, they do not facilitate compliance

with the decisions. On the other hand, fuzzy logic systems are interpretable. However, they cannot

automatically derive the rules they use to make those decisions. These limitations have been the

central driving force behind creating a novel intelligent hybrid system, where two techniques are

combined to overcome both limitations at the individual level.
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1. Introduction

Assessing the level of semantic similarity that exists between different pieces of text is a difficult

task. We are using here Deep Learning models because, in most areas where artificial intelligence

may assist in the automation of processes, these models have shown to generate the most significant

outcomes. However, these models also have some unique flaws, such as an inability to make it easier

for human operators to comprehend the insights they provide and an excessive requirement for a

considerable quantity of data in order for them to be trained. Because of these two factors, their

application is not nearly as ubiquitous as its potential would appear to promise it would be. On the

other hand, our working hypothesis is that if these methods are appropriately combined with other

methods that are better equipped to facilitate explainability, such as fuzzy logic, it is possible to

arrive at an acceptable conclusion.

The requirement for data information frequently needs the interpretability of models to com-

prehend the derived knowledge. Most of the solutions that implement some eXplainable Artificial

Intelligence (XAI) are focused on technical solutions-oriented for operators with profound mathemat-

ical knowledge. However, another family of alternative methods is based on symbolic AI. Therefore,

XAI is the research field that tries to make systems more transparent and understandable. Following
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this approach, we look at neurofuzzy models [22]. Therefore, the contribution of this work is that

we propose a neurofuzzy model result of a fuzzy system that operates concurrently with a neural

network intending to soften the deficiency of each of these systems. In this way, we aim to achieve a

model being more efficient, robust, and easy to understand how pieces of text are being compared.

The rest of this work is structured in the following way: Section 2 presents the related works

on using neurofuzzy systems for textual information processing. Section 3 presents our proposal’s

technical details for using neurofuzzy systems. Finally, we draw the essential conclusions of this

work and outline the potential lines for future work.

2. State-of-the-art

Fuzzy systems are usually characterized by the structure and the number of fuzzy rules they im-

plement [15]. This starkly contrasts with artificial neural networks, often known as ANNs, designed

to address pattern recognition, regression, or computer vision problems. ANNs cannot learn any-

thing outside the training data input into the model. Incorporating fuzzy logic into neural networks

is one approach that might be taken to meet the challenge of training a machine to make decisions

in a way that is analogous to that of a person.

Nowadays, fuzzy systems and neural networks are widely used for universal approximation [19].

Fuzzy systems are interpretable since their behavior can be explained using rules close to natural

language [6]. Thus their performance can be modified by changing those rules. However, knowledge

acquisition is complicated, and each input variable’s universe of discourse must be divided into

several intervals. Furthermore, the number of input variables is also limited. Therefore, fuzzy

system applications are often limited to areas where expert or domain knowledge is available. In

order to overcome this problem, several methods for extracting fuzzy rules from numerical data have

been developed, among which the neurofuzzy model stands out [24].

Lastly, concerning semantic similarity, there is a large body of literature on methods and tools

to address the problem [20]. From the classical Latent Semantic Analysis techniques or equivalent

distributional approaches, which prevailed for decades [8, 18], to the most innovative techniques

based on word embeddings [11], through the dictionary-based techniques from the mid-2000s [4, 10,

12] or semantic similarity controllers [16] and other kinds of aggregators [14].

Today, Deep Learning is predominant as it can obtain the best results in many use cases [3].

However, its effectiveness has not yet been demonstrated in more specific domains with unique

characteristics. It is widely assumed that models based on whole-sentence understanding, rather

than traditional word-by-word approaches, are expected to be better. In order to fill the mentioned

gap and test our hypothesis, we present a novel neurofuzzy computational model to address the

problem of semantic similarity in texts with the double goal of being accurate and interpretable

simultaneously.
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3. How does a neurofuzzy system work?

In this project, we design a concurrent neurofuzzy system that automatically considers some

peculiarities to compare text. Our system is composed of a neural and fuzzy part designed in-

dependently but must be coupled to work together. In the following, we describe each of these

components.

3.1. Neural component

The neural component leverages transformers that are appropriate models for transformations be-

tween abstract representations [23]. The foundation of the transformer models is an encoder-decoder

architecture, which allows the encoder to learn how to represent the input data and then transfer

this representation onto the decoder. The decoder’s responsibility is to obtain the representation

and then provide the output data for the user.

3.2. Fuzzy component

The development of inference algorithms can benefit from the computational tools that fuzzy

logic can give. We are looking at Mamdani fuzzy inference because it makes it easier to build

systems controlled by a set of rules similar to natural language. Any rule implemented in Mamdani

fuzzy inference systems will always provide a fuzzy set as its output. Because of its rule base, which

is relatively easy to understand and is very similar to natural language [5], these systems are widely

implemented in expert systems to mimic the knowledge of human experts [1].

We will work with the IEC 61131-7 standard since it inspires a specific-purpose programming

language and does not have primitives unrelated to fuzzy logic.

3.3. Coupling and mode of operation

We work here with a concurrent neurofuzzy model, where the input data is fed to a neural net-

work. This way of working helps determine the system’s best membership functions to be processed

later. Combining neural networks with fuzzy logic does not optimize the fuzzy system but improves

the system’s overall performance [17].

The advantage of analytically derived fuzzy systems over other kinds of solutions is clear: the

operator no longer needs to specify the structure of the model before operating. However, this

advantage comes with its drawbacks, particularly computation. The search space of all possible

configurations cannot feasibly be searched in its entirety. Thus, clever algorithms must be employed

to search this space intelligently to discover the correct model to fit the data.

A neurofuzzy model is created by combining the two methods correctly. We want to get satisfac-

tory results when calculating the semantic similarity between two terms. Furthermore, these systems

benefit from being able to be trained alone or collectively. If it is necessary to model a trade-off

between model accuracy and interpretability, it is possible to resort to multi-objective evolutionary

techniques [7]. As a result, they have a lot of flexibility and variety.
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4. Discussion

When considered independently, both neural networks and fuzzy systems offer considerable ben-

efits and drawbacks. Knowledge may be typically acquired through the use of neural networks.

The learning process, however, is quite long since it needs to collect vast amounts of data; it is

also typically tough to comprehend the completed model. In addition to this, extracting structured

knowledge from the model that is produced is challenging, and it is also hard to insert domain

knowledge to ease the learning process.

The presence of better features facilitates the interpretability of fuzzy systems. In addition, these

systems’ performance may be modified using IF-THEN rules. However, learning this information

may be highly challenging; numerous factors must be adjusted, so it is frequently necessary to seek

the assistance of a domain expert. In order to solve all of these issues, neurofuzzy systems, which

integrate the advantages of both classical and modern approaches, have been offered as a solution.

Our approach is pioneering in bringing this computational model here because neurofuzzy systems

have been traditionally used in control applications or industrial environments. We think this

approach opens a field of possibilities to investigate the application of these hybrid systems in a

wide range of language-related applications.

5. Conclusions and Future Work

Neurofuzzy systems have been relatively well studied in engineering and industrial applications.

However, their application in text processing has been very little explored. New techniques based

on neural-based solutions allow text to be transformed into numerical vectors in a sophisticated way

that can even preserve positional information about words. This makes them a clear candidate for

processing complicated sentences and paragraphs. Thus, combining neural-based and fuzzy systems

with raising neurofuzzy solutions is now possible. In addition, its performance makes it a good

choice for developing even more sophisticated text models. So, in principle, it seems clear that

neurofuzzy models combine the best features of neural networks and fuzzy logic to produce systems

that overcome the shortcomings of both methodologies [17].

In future work, we intend to explore further the possibilities of a neurofuzzy model for working

with domain-specific texts. In this project, we focus exclusively on combining popular models such

as BERT[9], ELMo [21] or USE [2] using Mamdani inference [13]. However, for example, one could

also study the degree of success that could be achieved with Takagi Sugeno-type models [25]. All

this is to open up a new field of research and forget the old idea that neurofuzzy systems belong

exclusively to industrial application fields.
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